
Institute of Computing Technology,

Chinese Academy of Sciences

Pick and Choose: A GNN-based Imbalanced 
Learning Approach for Fraud Detection

Yang Liu1; Xiang Ao1*; Zidi Qin1; Jianfeng Chi2; Jinghua Feng2; Hao Yang2; Qing He1

1 2

* denotes corresponding author.

柳 阳1；敖 翔1*；秦紫笛1；池剑锋2；冯景华2；杨 浩2；何 清1



Content

➢ Background and Motivation

➢ Method – PC-GNN

➢ Experiment

➢ Conclusion and Future Work



Content

➢ Background and Motivation

➢ Method – PC-GNN

➢ Experiment

➢ Conclusion and Future Work



Background

Images from wikihow, https://www.wikihow.com/Spot-a-Fake-Review-on-Amazon

Fraud

• Opinion fraud (fake/spam review)

• Financial fraud (fraudster/defaulter)

Online Review Sites Friend or Paid Reviewer Rival or Enemy

https://www.wikihow.com/Spot-a-Fake-Review-on-Amazon
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Fraud

• Opinion fraud (fake/spam review)

• Financial fraud (fraudster/defaulter)

Images from https://hrdailyadvisor.blr.com/2020/04/02/qa-identity-theft-benefits-more-relevant-than-ever/

https://www.icoservices.com/news/reasons-why-doing-illegal-tax-evasion-unnecessary.html

Credit Default Identity Theft Tax Evasion

https://hrdailyadvisor.blr.com/2020/04/02/qa-identity-theft-benefits-more-relevant-than-ever/
https://www.icoservices.com/news/reasons-why-doing-illegal-tax-evasion-unnecessary.html


Background

Fraud Detection

• A set of processes and analyses that allow businesses to 

identify and prevent unauthorized financial activity.

Images from https://www.gminsights.com/industry-analysis/fraud-detection-and-prevention-market https://www.omnisci.com/technical-glossary/fraud-detection-and-prevention

https://www.gminsights.com/industry-analysis/fraud-detection-and-prevention-market
https://www.omnisci.com/technical-glossary/fraud-detection-and-prevention


Background

Graph-based Fraud Detection

• Relational data could be modeled as a graph

• Examples: product reviews

• R-U-R Reviews posted by the same User

• R-S-R Reviews under the same product with 

the same Star rating

• R-T-R Reviews under the same product in the    

same monTh



Background

Graph-based Fraud Detection

• Relational data could be modeled as a graph

• Examples: financial scenario

• U-T-U User Trades to another

• U-D-U Users log in the same Device

• U-F-U User transfer Fund to another

• U-S-U   Users have Social relationships



Background

Class imbalance problem

• Only a small fraction of samples belong to the fraud class

• The trained model is easily biased to the majority class

Minority class

Majority class

Over-sample the minority class

e.g. SMOTE, ADASYN, etc

Under-sample the majority class

e.g. TU, TRUST, etc.



Motivation

➢ Camouflage:

• redundant links between fraudsters and 

benign users

• lack necessary links among fraudsters

➢ Message Aggregation:

• Most neighbors belong to the majority class

• The prediction would be biased

Imbalanced Learning on Graphs               Challenges:
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Method

➢ Pick nodes from the whole graph
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• Over-sample neighbors of the minority class

• Under-sample neighbors of both classes

• For minority targets:  

• For majority targets:

Method

➢ Choose neighbors for the minority class
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Method

➢ PC-GNN: Pick and Choose Graph Neural Network

Relation-1

Relation-2

Fraud

Benign

① Pick ② Choose

③ Aggregate



Method

➢ PC-GNN: Training

• Training the distance function

• Training GNN framework

• Overall loss function
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• RQ1: Does PC-GNN outperform the state-of-the-art methods for graph-based anomaly detection?

• RQ2: How do the key components benefit the prediction?

• RQ3: What is the performance with respect to different training parameters?

• RQ4: If the proposed modules are applied to other GNN models, will it bring performance improvement?

➢ Conclusion and Future Work



Data

➢ Public benchmark - Opinion fraud detection

• YelpChi: hotel and restaurant reviews on Yelp

• Amazon: product reviews under the Musical Instrument 

category

➢ Real-world dataset - Financial fraud detection

• Provided by Alibaba Group

• M7 collects users from from 2018/07/01 to 2018/07/31

• M9 collects users from from 2018/09/01 to 2018/09/30

➢Train/Valid/Test:

• 40%/20%/40%



Experiment

➢ Compared methods

• GCN, GAT: traditional GNNs

• DR-GCN: dual-regularized GCN for imbalanced classification

• GraphSAGE, GraphSAINT: sampling-based GNNs

• GraphConsis, CARE-GNN: SOTA for graph-based fraud detection

• PC-GNN\P, PC-GNN\C: Model with Pick and Choose removed for ablation study

➢ Metrics

• F1-macro: macro average of F1-score of each class

• AUC: Area Under the ROC Curve

• GMean: Geometric Mean of True Positive Rate (TPR) and True Negative Rate (TNR)



Experiment

➢RQ1: Does PC-GNN outperform the state-of-the-art methods for graph-based 

anomaly detection?

➢Compared with state-of-the-art CARE-GNN[CIKM’20]

• AUC improvement 3.6%~5.2%

• GMean improvement 0.6%~3.7%



Experiment

➢Compared with state-of-the-art CARE-GNN[CIKM’20]

• AUC improvement 2.6%~3.5%

• GMean improvement 28.4%~31.9%

➢RQ2: How do the key components benefit the prediction?



Experiment

➢RQ3: What is the performance with respect to different training parameters?

➢RQ4: If the proposed modules are applied to other GNN models, will it bring 

performance improvement?
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Conclusion and Future work

➢Conclusion

• We propose a GNN-based imbalanced learning method named PC-GNN to solve 
the class imbalance problem in graph-based fraud detection

• Experiments on two benchmark opinion fraud datasets and two real-world financial 
fraud datasets demonstrate the effectiveness of the proposed framework. 

➢Future Work

• Graph structure learning for imbalanced graph data
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