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• We propose a novel hierarchical cross-modal representation learning 

method for spatiotemporal activity modeling, which can preserve 

high-order proximities in mobile data.

• We propose a flexible meta-graph based embedding framework named 

ACTOR, which can perform hierarchical embedding on graphs.

• We evaluate the effectiveness and efficiency of ACTOR on three real-

world datasets.

Scan the QR code to get the paper and the code. Any questions 

and suggestions are welcomed. 
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Performance: Cross-Modal Retrieval Case Study

Dataset Description

Let ℛ = {𝑟1, … , 𝑟𝑁} be a corpus of mobile data records. Each record 

𝑟𝑖 ∈ ℛ is defined by a tuple < 𝑡𝑖 , 𝑙𝑖 ,𝑊𝑖 > where

1. 𝑡𝑖 is the creating timestamp of 𝑟𝑖 ;

2. 𝑙𝑖 is a two-dimensional vector that represents the user’s location 

when 𝑟𝑖 is created ;

3. 𝑊𝑖 is a bag of keywords denoting the text message of 𝑟𝑖 .

Problem Definition

The problem of spatiotemporal activity modeling can be decomposed 

into three sub-tasks: 

1. Activity prediction. Given the time, location and a text candidate 

set, find the most possible activity keyword.

2. Location prediction. Given the time and keywords, find the location.

3. Time prediction. Given the location and keywords, find the most 

possible time from a time candidate set.
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• ACTOR consistently outperform all the other methods on the three datasets, 

with at most 85.9 percent improvements compared with LGTA and16.0 percent 

improvements with CrossMap.

• When we query the location of the port of Los Angeles, the 

results of ACTOR are closely related to the port, like “dock”, 

“departure” or the place “port of LA”. However, CrossMap

prefers some general words like “today”, “time”, etc.
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